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Introduction
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To assist IT business leaders with the design and procurement of their private or public data 
center cloud fabric, the Lippis Report and Ixia have conducted an open industry evaluation 
of 10GbE and 40GbE data center switches. In this report, we review the test results of the 
Extreme Networks BlackDiamond® X8 and Summit® X670V Data Center Switches. These tests 
were conducted at the Ixia iSimCity Santa Clara, CA and Casabas, CA laboratories. The resources 
available for this test at Ixia’s iSimCity are out of reach for nearly all corporate IT departments 
with test equipment on the order of $9.5M, devices under test on the order of $2M, plus 
costs associated with housing, power and cooling the lab. It’s our hope that this report will remove 
performance, power consumption and latency concern from the purchase decision, allowing 
IT architects and IT business leaders to focus on other vendor selection criteria, such as post sales 
support, platform investment, vision, company financials, etc.

The Lippis test reports based on independent validation at Ixia’s iSim City, communicates 
credibility, competence, openness and trust to potential buyers of 10GbE and 40GbE data center 
switching equipment as the tests are open to all suppliers and are fair, thanks to RFC and 
custom-based tests that are repeatable. The private/public data center cloud 10GbE and 40GbE 
fabric test was free for vendors to participate and open to all industry suppliers of 10GbE and 
40GbE switching equipment, both modular and fixed configurations. The tests took place during 
the week of October 10 and October 31st 2011.  Ixia supplied all test equipment needed to 
conduct the tests while Leviton provided optical SPF+ connectors and optical cabling and Siemon 
provided copper and fiber optic QSFP+ cables and transceivers for 40GbE connections.  

Each 10GbE supplier was allocated lab time to run the test with the assistance of an Ixia 
engineer. Each switch vendor configured their equipment while Ixia engineers ran the test and 
logged the resulting data.
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Extreme Networks launched its new entry into the enterprise data center 
and cloud computing markets with its new line of BlackDiamond® X se-
ries switches in May of 2011. This line of Top of Rack and Core switches 
pushes the envelope on performance, power consumption, density and 
data center network design.     
 
Extreme Networks submitted their new BlackDiamond® X8 (BDX8) core 
switch into the Fall Lippis/Ixia industry test. The BDX8 is the highest 
density 10GbE and 40GbE core switch on the market.  It’s capable of 
supporting 768 10GbE and 192 40GbE ports in the smallest packaging 

footprint of one third of a rack or only 14.5RU.  This high port density core switch in a small foot-
print offers new flexibility in building enterprise core networks and cloud data centers. For exam-
ple, a single BDX8 could support 768 servers connected directly at 10GbE creating a non-blocking 
flat layer 2 network.  But this is but one option in many designs afforded by the BDX8’s attributes.

From an internal switching capacity point of view, the BDX8 offers 1.28 Tbps slot capacity 
and more than 20 Tbps switching fabric capacity; enough to support the 768 ports of 10 GbE or 
192 ports of 40 GbE per chassis. In addition to raw port density and footprint, the BDX8 offers 
many software features. Some notable software features include automated configuration and 
provisioning, and XNV™(ExtremeXOS Network Virtualization), which provides automation of 
VM (Virtual Machine) tracking, reporting and migration of VPPs (Virtual Port Profile). These are 
but a few software features enabled through ExtremeXOS® network operating system. The Black-
Diamond X8 is also key to Extreme Network’s OpenFabric architecture that enables best-in-class 
choice of switching, compute, storage and virtualization solutions.

Extreme Networks BlackDiamond® X8 Core Switch

Extreme Networks BlackDiamond® X8 Core Switch Test Configuration*

* Extreme BDx8 was configured in 256 10GbE ports and 24-40GbE ports or an equivalent 352-10GbE ports

Hardware Software Version Port Density

Device under test
BSX8  
www.extremenetworks.com 15.1 352

Test Equipment Ixia XM12 High Performance Chassis IxOS 6.10 EA

Xcellon Flex AP10G16S 
16 port 10G module

IxNetwork 6.10 EA

Xcellon Flex Combo 10/40GE AP
16 port 10G / 4 port 40G

http://www.ixiacom.com/

Cabling 10GbE Optical SFP+ connectors. Laser optimized 
duplex lc-lc 50 micron mm fiber, 850nm SPF+ transceivers 
www.leviton.com

Siemon QSFP+ Passive Copper Cable 40 GbE 3 meter copper QSFP-FA-010

Siemon Moray Low Power Active Optical Cable Assemblies Single Mode
QSFP+ 40GbE optical cable QSFP30-03 7 meters

www.siemon.com

www.siemon.com

Ixia Line Cards
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The BDX8 breaks all of our previous records in core switch testing from performance, latency, 
power consumption, port density and packaging design. In fact, the Extreme Networks BDX8 
was between 2 and 9 times faster at forwarding packets over a wide range of frame sizes than 
previous core switch measurements conducted during Lippis/Ixia iSimCity test of core switches 
from Alcatel-Lucent, Arista and Juniper. In other words, the BDX8 is the fastest core switch we 
have tested with the lowest latency measurements. The BDX8 is based upon the latest Broadcom 
merchant silicon chip set.  

For the fall Lippis/Ixia test we populated the Extreme Networks BlackDiamond® X8 with 256 
10GbE ports and 24 40GbE ports, thirty three percent of its capacity. This was the highest ca-
pacity switch tested during the entire series of Lippis/Ixia cloud network test at iSimCity to date.

We tested and measured the BDX8 in both cut through and store and forward modes in an effort to understand the differ-
ence these latency measurements offer.  Further, latest merchant silicon forwards packets in store and forward for smaller 
packets while larger packets are forwarded in cut-through making this new generation of switches hybrid cut-through/store 
and forward devices. The Extreme Networks BlackDiamond X8 is unique in that its switching architecture forward packets 
in both cut-through and store-and-forward modes. As such, we measure the BlackDiamond X8 latency with both measure-
ment methods. The purpose is not to compare store-and-forward vs cut through, but to demonstrate the low latency results 
obtained independent upon forwarding method. During store-and-forward testing, the latency of packet serialization delay 
(based on packet size) is removed from the reported latency number by test equipment. Therefore, to compare cutthrough 
to store-and-forward latency measurement, packet serialization delay needs to be added to store-and-forward latency 
number. For example, in a store-and-forward latency number of 800ns for a 1,518 byte size packet, the additional latency 
of 1240ns (serialization delay of a 1518 byte packet at 10Gbps) is required to be added to the store-and-forward measure-
ment. This difference can be significant. Note that other potential device specific factors can impact latency too. This makes 
comparisons between two testing methodologies difficult.

The Extreme Networks BDX8 was 
tested across all 256 ports of 10GbE 
and 24 ports of 40GbE. Its average cut 
through latency ranged from a low of 
2324 ns or 2.3 μs to a high of 12,755 
ns or 12.7 μs at jumbo size 9216 Byte 
size frames for layer 2 traffic. Its aver-
age delay variation ranged between 5 
and 9 ns, providing consistent latency 
across all packet sizes at full line rate; a 
welcome measurement for converged 
I/O implementations

Extreme Networks BlackDiamond® X8 Core Switch

Extreme Networks BDX8
RFC 2544 Layer 2 Latency Test
in Cut-Through Mode 
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The Extreme Networks BDX8 was test-
ed across all 256 ports of 10GbE and 
24 ports of 40GbE. Its average store 
and forward latency ranged from a low 
of 2273 ns or 2.2 μs to a high of 12,009 
ns or 12 μs at jumbo size 9216 Byte size 
frames for layer 2 traffic. Its average 
delay variation ranged between 5 and 9 
ns, providing consistent latency across 
all packet sizes at full line rate.

For layer 3 traffic, Extreme Networks 
BDX8’s measured average cut through 
latency ranged from a low of 2,321 ns 
at 64Bytes to a high of 12,719 ns or 
12.7 μs at jumbo size 9216 Byte size 
frames. Its average delay variation for 
layer 3 traffic ranged between 4 and 9 
ns, providing consistent latency across 
all packet sizes at full line rate; again a 
welcome measurement for converged 
I/O implementations.

Extreme Networks BlackDiamond® X8 Core Switch

Extreme Networks BDX8
RFC 2544 Layer 2 Latency Test
in Store and Forward Mode
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For layer 3 traffic, Extreme Networks 
BDX8’s measured average store and 
forward latency ranged from a low of 
2,273 ns at 64Bytes to a high of 11,985 
ns or 11.9 μs at jumbo size 9216 Byte 
size frames. Its average delay variation 
for layer 3 traffic ranged between 4 
and 9 ns, providing consistent latency 
across all packet sizes at full line rate; 
again a welcome measurement for 
converged I/O implementations.

The above latency measures are the 
lowest we have measured for core 
switches by a large degree. The BDX8 
forwards packets ten to six times faster 
than other core switches we’ve tested.

The Extreme Networks BDX8 demon-
strated 100% throughput as a percent-
age of line rate across all 256-10GbE 
and 24-40GbE ports. In other words, 
not a single packet was dropped while 
the Extreme Networks BDX8 was pre-
sented with enough traffic to populate 
its 256-10GbE and 24-40GbE ports at 
line rate simultaneously for both L2 
and L3 traffic flows measured in both 
cut-through and store and forward; a 
first in these Lippis/Ixia test.

Extreme Networks BlackDiamond® X8 Core Switch

Extreme Networks BDX8
RFC 2544 Layer 3 Latency Test
in Store and Forward Mode 
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The Extreme Networks BDX8 demon-
strated 100% of aggregated forwarding 
rate as percentage of line rate during 
congestion conditions.  We tested 
congestion in both 10GbE and 40GbE 
configurations.  A single 10GbE port 
was flooded at 150% of line rate. In 
addition, a single 40GbE port was 
flooded at 150% of line rate; another 
first in these Lippis/Ixia test.

The Extreme Networks BDX8 did not 
use HOL blocking which means that 
as the 10GbE and 40GbE ports on the 
BDX8 became congested, it did not 
impact the performance of other ports. 
Back pressure was detected. The BDX8 
did send flow control frames to the 
Ixia test gear signaling it to slow down 
the rate of incoming traffic flow. 

The Extreme Networks BDX8 demon-
strated 100% aggregated throughput 
for IP multicast traffic measured in cut 
through mode with latencies ranging 
from a 2,382 ns at 64Byte size packet 
to 3,824 ns at 9216Byte size packets.

 

Extreme Networks BlackDiamond® X8 Core Switch
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The Extreme Networks BDX8 per-
formed very well under cloud simula-
tion conditions by delivering 100% ag-
gregated throughput while processing 
a large combination of east-west and 
north-south traffic flows. Zero packet 
loss was observed as its latency stayed 
under 4.6 μs and 4.8 μs measured in 
cut through and store and forward 
modes respectively. This measurement 
too breaks all previous records as the 
BDX8 is between 2 and 10 times faster 
in forwarding cloud based protocols 
under load.

The Extreme Networks BDX8 repre-
sents a new breed of cloud network 
core switches with power efficiency 
being a core value. Its WattsATIS/port 
is 8.1 and TEER value is 117.  To put 
power measurement into perspective, 
other core switches are between 30% 
and 2.6 times less power efficient.  In 
other words, the BDX8 is the most 
power efficient core switch tested to 
date in the Lippis/Ixia iSimCity lab.

Note that the total number of BDX8 
10GbE ports to calculate Watts/10GbE 
were 352, as 24-40Gbs ports or 96 
10GbE ports were added to the 256-
10GbE ports for Watts/ATIS/port cal-
culation. The 40GbE ports are essen-
tially four 10GbE ports from a power 
consumption point of view.    

While these are the lowest 
Watts/10GbE port and highest TEER 
values observed for core switches, 

the Extreme Networks BDX8’s actual 
Watts/10GbE port is actually lower; we 
estimate approximately 5 Watts/10GbE 
port when fully populated with 756 
10GbE or 192 40GbE ports. During 
the Lippis/Ixia test, the BDX8 was only 
populated to a third of its port capac-
ity but equipped with power supplies, 
fans, management and switch fabric 
modules for full port density popula-
tion. Therefore, when this full power 
capacity is divided across a fully popu-

Extreme Networks BlackDiamond® X8 Core Switch

lated BDX8, its WattsATIS per 10GbE 
Port will be lower than the measure-
ment observed.

The Extreme Networks BDX8 power 
cost per 10GbE is calculated at $9.87 
per year. The three year cost to power 
the Extreme Networks BDX8 is esti-
mated at $10,424.05 and represents less 
than 1.7% of its list price. Keeping with 
data center best practices, its cooling 
fans flow air front to back.
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Extreme Networks BDX8 Cloud Simulation Test
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Extreme Networks BDX8 Power Consumption Test

WattsATIS/10GbE port

3-Year Cost/WattsATIS/10GbE

Total power cost/3-Year

3 yr energy cost as a % of list price

TEER Value

Cooling

8.1

$29.61

$10,424.05

1.79%

117

Front to Back, Reversible
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The Extreme Networks BDX8 seeks to offer high performance, low latency, high port density 
of 10 and 40GbE and low power consumption for private and public cloud networks. This 
architecture proved its value as it delivered the lowest latency measurements to date for core 
switches while populated with the equivalent of 352 10GbE ports running traffic at line rate. 
Not a single packet was dropped offering 100% throughput a line rate for the equivalent of 
352 10GbE ports.  Even at 8 Watts/10GbE port, the Extreme Networks BDX8 consumes the 
least amount of power of core switches measured to date at the Lippis/Ixia industry test at 
iSimCity.  Observations of the BDX8’s IP Multicast and congestion test performance were the 
best measured to date in terms of latency and throughput under congestion conditions in 
both 10GbE and 40GbE scenarios.  

The Extreme Networks BDX8 was found to have low power consumption, front-to-back 
cooling, front-accessible components and an ultra compact form factor. The Extreme Networks 
BDX8 is designed to meet the requirements for private and public cloud networks. Based 
upon these Lippis/Ixia test, it achieves its design goals. 

Discussion:
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Extreme Networks launched its new entry into the en-
terprise data center and cloud computing markets with 
its new line of Summit®  X series of switches in May of 

2011. This line of Top of Rack switches pushes the envelope on performance, power consumption, 
density and data center network design. 

The Summit® X670 series are purpose-built Top-of-Rack (ToR) switches designed to support 
emerging 10 GbE enabled servers in enterprise and cloud data centers. The Summit X670 is 
ready for 40GbE uplinks thanks to its optional 40 GbE support. In addition the Summit X670 
provides for both 1 and 10GbE physical server connections to ease transition to high-performance 
server connections while providing unique features for virtualized data center environments.  
The ExtremeXOS® operating system, with its high availability attributes provides simplicity and 
ease of operation through the use of one OS everywhere in the network.

Extreme Networks submitted their new Summit® X670V ToR switch into the Fall Lippis/Ixia 
industry test. The X670V is a member of the Summit® X family of ToR switches. The X670V is 
capable of supporting 48-10GbE and 4-40GbE ports in a small 1RU footprint. The X670V in com-
bination with Extreme Networks BlackDiamond® X8 offer new flexibility in building enterprise 
and cloud spec data center networks with the X670V providing server connectivity at 1 and 10GbE 
while connecting into the BDX8 at either 10 or 40GbE under a single OS image in both devices.

Extreme Networks Summit® X670V Top-of-Rack Switch

Extreme Networks Summit® X670V Test Configuration*

* Extreme X670V was configured in 48 10GbE ports and 4-40GbE ports or an equivalent 64-10GbE ports

Hardware Software Version Port Density

Device under test
X670V  
www.extremenetworks.com 12.6 64

Test Equipment

Ixia Line Cards

Ixia XG12 High Performance Chassis IxOS 6.10 EA SP2

Xcellon Flex AP10G16S 
16 port 10G module

Xcellon Flex Combo 10/40GE AP
16 port 10G / 4 port 40G

Xcellon Flex 4x40GEQSFP+
4 port 40G

http://www.ixiacom.com/

Cabling 10GbE Optical SFP+ connectors. Laser optimized 
duplex lc-lc 50 micron mm fiber, 850nm SPF+ transceivers 
www.leviton.com

Siemon QSFP+ Passive Copper Cable 40 GbE 3 meter copper QSFP-FA-010

Siemon Moray Low Power Active Optical Cable Assemblies Single Mode
QSFP+ 40GbE optical cable QSFP30-03 7 meters

www.siemon.com

www.siemon.com

IxNetwork 6.10 EA
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For the fall Lippis/Ixia test we popu-
lated and tested the Extreme Networks 
Summit® X670V with 48-10GbE ports 
and 4-40GbE ports; its full capacity.  Its 
average latency ranged from a low of 
900 ns to a high of 1,415 ns for layer 
2 traffic. Its average delay variation 
ranged between 7 and 10 ns, provid-
ing consistent latency across all packet 
sizes at full line rate.

For layer 3 traffic, the Extreme Net-
works X670V’s measured average 
latency ranged from a low of 907 ns at 
64Bytes to a high of 1,375 ns. Its aver-
age delay variation for layer 3 traffic 
ranged between 5 and 9 ns, providing 
consistent latency across all packet 
sizes at full line rate.

Extreme Networks Summit® X670V Top-of-Rack Switch
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RFC 2544 Layer 2 Latency Test
in Cut-Through Mode
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The Extreme Networks X670V demon-
strated 100% throughput as a percent-
age of line rate across all 48-10GbE 
and 4-40GbE ports. In other words, 
not a single packet was dropped while 
the Extreme Networks X670V was pre-
sented with enough traffic to populate 
its 48-10GbE and 4-40GbE ports at 
line rate simultaneously for both L2 
and L3 traffic flows.  

Two congestion test were conducted 
using the same methodology. A 10GbE 
and 40GbE congestion test stressed 
the X670V ToR switch’s congestion 
management attributes for both 10GbE 
and 40GbE. The Extreme Networks 
X670V demonstrated 100% of aggre-
gated forwarding rate as percentage of 
line rate during congestion conditions 
for both the 10GbE and 40GbE test.  A 
single 10GbE port was flooded at 150% 
of line rate. In addition, a single 40GbE 
port was flooded at 150% of line rate.

The Extreme Networks X670V did 
not use HOL blocking which means 
that as the 10GbE and 40GbE ports on 
the X670V became congested, it did 
not impact the performance of other 
ports. Back pressure was detected. The 
X670V did send flow control frames 
to the Ixia test gear signaling it to slow 
down the rate of incoming traffic flow, 
which is common in ToR switches.

Extreme Networks Summit® X670V Top-of-Rack Switch

Extreme Networks Summit® X670V 
RFC 2544 L2 & L3 Throughput Test
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The Extreme Networks X670V dem-
onstrated 100% aggregated throughput 
for IP multicast traffic with latencies 
ranging from a 955 ns at 64Byte size 
packet to 1009 ns at 9216Byte size 
packets.

The Extreme Networks X670V per-
formed well under cloud simulation 
conditions by delivering 100% ag-
gregated throughput while processing 
a large combination of east-west and 
north-south traffic flows. Zero packet 
loss was observed as its latency stayed 
under 3.1 μs measured in cut through 
mode.

The Extreme Networks X670V rep-
resents a new breed of cloud network 
ToR switches with power efficiency 
being a core value. Its WattsATIS/port 
is 3.2 and TEER value is 295.  Note 
that the total number of X670V 10GbE 
ports to calculate Watts/10GbE were 
64, as 4-40Gbs ports or 16 10GbE 
ports were added to the 48-10GbE 
ports for Watts/ATIS/port calculation.  
The 40GbE ports are essentially four 
10GbE ports from a power consump-
tion point of view.    

The Extreme Networks X670V power 
cost per 10GbE is calculated at $11.74 
per 3-year period. The three-year 
cost to power the Extreme Networks 
X670V is estimated at $751.09 and 
represents less than 2.2% of its list 
price. Keeping with data center best 
practices, its cooling fans flow air front 
to back.

Extreme Networks Summit® X670V Top-of-Rack Switch
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The Extreme Networks X670V seeks to offer a range of server and ToR connectivity options to IT 
architects as they design their data centers and cloud network facilities.  The X670V is competitive with 
other ToR switches from a price, performance, latency and power consumption point of view.  The 
X670V when combined with the X8 offers a powerful two tier cloud network architecture as they bring 
together the performance advantages observed during the Lippis/Ixia test and software features found 
is ExtremeXOS® network operating system.

The Extreme Networks X670V was found to have low power consumption, front-to-back cooling, 
front-accessible components and a 1RU compact form factor. The Extreme Networks X670V is 
designed to meet the requirements for private and public cloud networks.  Based upon these Lippis/
Ixia test, it achieves its design goals. 

Discussion:
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The Lippis Report Test Methodology

To test products, each supplier brought its engineers to 
configure its equipment for test. An Ixia test engineer was 
available to assist each supplier through test methodologies 
and review test data. After testing was concluded, each sup-
plier’s engineer signed off on the resulting test data. We call 
the following set of testing conducted “The Lippis Test.” The 
test methodologies included:

Throughput Performance: Throughput, packet loss 
and delay for layer-2 (L2) unicast, layer-3 (L3) unicast and 
layer-3 multicast traffic was measured for packet sizes of 64, 
128, 256, 512, 1024, 1280, 1518, 2176, 9216 bytes.  In addi-
tion, a special cloud computing simulation throughput test 
consisting of a mix of north-south plus east-west traffic was 
conducted. Ixia’s IxNetwork RFC 2544 Throughput/Latency 
quick test was used to perform all but the multicast tests. 
Ixia’s IxAutomate RFC 3918 Throughput No Drop Rate test 
was used for the multicast test. 

Latency: Latency was measured for all the above packet 
sizes plus the special mix of north-south and east-west 
traffic blend. Two latency tests were conducted: 1) latency 
was measured as packets flow between two ports on differ-
ent modules for modular switches, and 2) between far away 
ports (port pairing) for ToR switches to demonstrate latency 
consistency across the forwarding engine chip. Latency test 
port configuration was via port pairing across the entire 
device versus side-by-side. This meant that a switch with 
N ports, port 1 was paired with port (N/2)+1, port 2 with 
port (N/2)+2, etc. Ixia’s IxNetwork RFC 2544 Throughput / 
Latency quick test was used for validation.  

Jitter: Jitter statistics was measured during the above 
throughput and latency test using Ixia’s IxNetwork RFC 
2544 Throughput/Latency quick test. 

Congestion Control Test: Ixia’s IxNetwork RFC 2889 
Congestion test was used to test both L2 and L3 pack-
ets. The objective of the Congestion Control Test is to deter-
mine how a Device Under Test (DUT) handles congestion. 
Does the device implement congestion control and does 

congestion on one port affect an uncongested port? This 
procedure determines if Head-of-Line (HOL) blocking and/
or if back pressure are present. If there is frame loss at the 
uncongested port, HOL blocking is present. Therefore, the 
DUT cannot forward the amount of traffic to the congested 
port, and as a result, it is also losing frames destined to the 
uncongested port. If there is no frame loss on the congested 
port and the port receives more packets than the maximum 
offered load of 100%, then Back Pressure is present.

RFC 2544 Throughput/Latency Test

Test Objective: This test determines the processing 
overhead of the DUT required to forward frames and the 
maximum rate of receiving and forwarding frames without 
frame loss.

Test Methodology: The test starts by sending frames at a 
specified rate, usually the maximum theoretical rate of the 
port while frame loss is monitored. Frames are sent from 
and received at all ports on the DUT, and the transmission 
and reception rates are recorded. A binary, step or combo 
search algorithm is used to identify the maximum rate at 
which no frame loss is experienced.

To determine latency, frames are transmitted for a fixed du-
ration. Frames are tagged once in each second and during 
half of the transmission duration, then tagged frames are 
transmitted. The receiving and transmitting timestamp on 
the tagged frames are compared. The difference between 

Video feature: Click to view a discussion on the 
Lippis Report Test Methodology

http://lippisreport.com/2011/01/nick-lippis-and-michael-githens-explain-the-lippis-report-test-methodology/
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the two timestamps is the latency. The test uses a one-to-
one traffic mapping. For store and forward DUT switches 
latency is defined in RFC 1242 as the time interval starting 
when the last bit of the input frame reaches the input port 
and ending when the first bit of the output frame is seen 
on the output port.  Thus latency is not dependent on link 
speed only, but processing time too.

Results: This test captures the following data: total num-
ber of frames transmitted from all ports, total number of 
frames received on all ports, percentage of lost frames for 
each frame size plus latency, jitter, sequence errors and data 
integrity error.

The following graphic depicts the RFC 2554 throughput 
performance and latency test conducted at the iSimCity lab 
for each product.

RFC 2889 Congestion Control Test 

Test Objective: The objective of the Congestion Control 
Test is to determine how a DUT handles congestion. Does 
the device implement congestion control and does conges-
tion on one port affect an uncongested port? This procedure 
determines if HOL blocking and/or if back pressure are 
present. If there is frame loss at the uncongested port, HOL 
blocking is present. If the DUT cannot forward the amount 
of traffic to the congested port, and as a result, it is also los-
ing frames destined to the uncongested port. If there is no 
frame loss on the congested port and the port receives more 
packets than the maximum offered load of 100%, then Back 
Pressure is present.

Test Methodology: If the ports are set to half duplex, 
collisions should be detected on the transmitting interfaces. 
If the ports are set to full duplex and flow control is enabled, 
flow control frames should be detected. This test consists 
of a multiple of four ports with the same MOL (Maximum 
Offered Load). The custom port group mapping is formed 
of two ports, A and B, transmitting to a third port C (the 
congested interface), while port A also transmits to port D 
(uncongested interface).

Test Results: This test captures the following data: in-
tended load, offered load, number of transmitted frames, 
number of received frames, frame loss, number of collisions 
and number of flow control frames obtained for each frame 
size of each trial are captured and calculated.

The following graphic depicts the RFC 2889 Congestion 
Control test as conducted at the iSimCity lab for each 
product.

RFC 3918 IP Multicast Throughput No Drop 
Rate Test

Test Objective: This test determines the maximum 
throughput the DUT can support while receiving and 
transmitting multicast traffic. The input includes protocol 
parameters (IGMP, PIM), receiver parameters (group ad-
dressing), source parameters (emulated PIM routers), frame 
sizes, initial line rate and search type.

Test Methodology: This test calculates the maximum 
DUT throughput for IP Multicast traffic using either a bi-
nary or a linear search, and to collect Latency and Data 

Port D

Port C

Port B

Port A



Open Industry Network Performance & Power Test for Private/Public Data Center Cloud Computing Ethernet
Fabrics Report: Evaluating Extreme Networks Black Diamond® X8 and Summit® X670V Data Center Switches

18 © Lippis Enterprises, Inc. 2011 Evaluation conducted at Ixia’s iSimCity Santa Clara Lab on Ixia test equipment www.lippisreport.com

Integrity statistics. The test is patterned after the ATSS 
Throughput test; however this test uses multicast traffic. A 
one-to-many traffic mapping is used, with a minimum of 
two ports required. 

If choosing OSPF or ISIS as IGP protocol routing, the trans-
mit port first establishes an IGP routing protocol session 
and PIM session with the DUT. IGMP joins are then estab-
lished for each group, on each receive port. Once protocol 
sessions are established, traffic begins to transmit into the 
DUT and a binary or linear search for maximum through-
put begins.

If choosing “none” as IGP protocol routing, the transmit 
port does not emulate routers and does not export routes to 
virtual sources. The source addresses are the IP addresses 
configured on the Tx ports in data frame. Once the routes 
are configured, traffic begins to transmit into the DUT and 
a binary or linear search for maximum throughput begins.

Test Results: This test captures the following data: maxi-
mum throughput per port, frame loss per multicast group, 
minimum/maximum/average latency per multicast group 
and data errors per port.The following graphic depicts the 
RFC 3918 IP Multicast Throughput No Drop Rate test as 
conducted at the iSimCity lab for each product.

Power Consumption Test

Port Power Consumption: Ixia’s IxGreen within the 
IxAutomate test suite was used to test power consumption 
at the port level under various loads or line rates.

Test Objective: This test determines the Energy Con-
sumption Ratio (ECR), the ATIS (Alliance for Telecom-
munications Industry Solutions) Telecommunications 
Energy Efficiency Ratio (TEER) during a L2/L3 forwarding 
performance. TEER is a measure of network-element ef-
ficiency quantifying a network component’s ratio of “work 
performed” to energy consumed. 

Test Methodology: This test performs a calibration test 
to determine the no loss throughput of the DUT. Once the 
maximum throughput is determined, the test runs in auto-
matic or manual mode to determine the L2/L3 forwarding 
performance while concurrently making power, current and 
voltage readings from the power device. Upon completion 
of the test, the data plane performance and Green (ECR and 
TEER) measurements are calculated. Engineers followed the 
methodology prescribed by two ATIS standards documents:

ATIS-0600015.03.2009: Energy Efficiency for Telecom-
munication Equipment: Methodology for Measuring and 
Reporting for Router and Ethernet Switch Products, and

ATIS-0600015.2009: Energy Efficiency for Telecommunica-
tion Equipment: Methodology for Measuring and Report-
ing - General Requirements

The power consumption of each product was measured at 
various load points: idle 0%, 30% and 100%. The final power 
consumption was reported as a weighted average calculated 
using the formula:

WATIS = 0.1*(Power draw at 0% load) + 0.8*(Power draw at 
30% load) + 0.1*(Power draw at 100% load).

All measurements were taken over a period of 60 seconds 
at each load level, and repeated three times to ensure result 
repeatability. The final WATIS results were reported as a 
weighted average divided by the total number of ports per 
switch to derive at a WATTS per port measured per ATIS 
methodology and labeled here as WATTSATIS.

Test Results: The L2/L3 performance results include a 
measurement of WATIS and the DUT TEER value. Note 
that a larger TEER value is better as it represents more work 
done at less energy consumption. In the graphics 
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throughout this report, we use WATTSATIS to identify ATIS 
power consumption measurement on a per port basis.

With the WATTSATIS we calculate a three-year energy cost 
based upon the following formula.  

Cost/WattsATIS/3-Year = 
( WATTSATIS /1000)*(3*365*24)*(0.1046)*(1.33), 
where WATTSATIS = ATIS weighted average power in Watts

3*365*24 = 3 years @ 365 days/yr @ 24 hrs/day

0.1046 = U.S. average retail cost (in US$) of commercial 
grade power as of June 2010 as per Dept. of Energy Electric 
Power Monthly

(http://www.eia.doe.gov/cneaf/electricity/epm/table5_6_a.html)  

1.33 = Factor to account for power costs plus cooling costs 
@ 33% of power costs.

The following graphic depicts the per port power consump-
tion test as conducted at the iSimCity lab for each product.

Public Cloud Simulation Test

Test Objective: This test determines the traffic delivery 
performance of the DUT in forwarding a variety of north-
south and east-west traffic in cloud computing applications. 
The input parameters include traffic types, traffic rate, frame 
sizes, offered traffic behavior and traffic mesh.

Test Methodology: This test measures the throughput, 
latency, jitter and loss on a per application traffic type basis 

across M sets of 8-port topologies. M is an integer and is 
proportional to the number of ports the DUT is populated 
with. This test includes a mix of north-south traffic and 
east-west traffic, and each traffic type is configured for the 
following parameters: frame rate, frame size distribution, of-
fered traffic load and traffic mesh. The following traffic types 
are used: web (HTTP), database-server, server-database, 
iSCSI storage-server, iSCSI server-storage, client-server plus 
server-client. The north-south client-server traffic simulates 
Internet browsing, the database traffic simulates server-
server lookup and data retrieval, while the storage traffic 
simulates IP-based storage requests and retrieval. When all 
traffic is transmitted, the throughput, latency, jitter and loss 
performance are measured on a per traffic type basis. 

Test Results: This test captures the following data: maxi-
mum throughput per traffic type, frame loss per traffic type, 
minimum/maximum/average latency per traffic type, mini-
mum/maximum/average jitter per traffic type, data integrity 
errors per port and CRC errors per port. For this report we 
show average latency on a per traffic basis at zero frame loss.

The following graphic depicts the Cloud Simulation test as 
conducted at the iSimCity lab for each product.

40GbE Testing For the test plan above, 24-40GbE ports 
were available for those DUT that support 40GbE uplinks 
or modules. During this Lippis/Ixia test 40GbE testing 
included latency, throughput congestion, IP Multicast, cloud 
simulation and power consumption test. ToR switches with 
4-40GbE uplinks are supported in this test.
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Terms of Use

This document is provided to help you understand whether 
a given product, technology or service merits additional 
investigation for your particular needs. Any decision to 
purchase a product must be based on your own assessment 
of suitability based on your needs. The document should 
never be used as a substitute for advice from a qualified 
IT or business professional. This evaluation was focused 
on illustrating specific features and/or performance of the 
product(s) and was conducted under controlled, laboratory 
conditions. Certain tests may have been tailored to reflect 
performance under ideal conditions; performance may vary 
under real-world conditions. Users should run tests based 
on their own real-world scenarios to validate performance 
for their own networks.

Reasonable efforts were made to ensure the accuracy of 
the data contained herein but errors and/or oversights 
can occur. The test/ audit documented herein may also 
rely on various test tools the accuracy of which is beyond 
our control. Furthermore, the document relies on certain 
representations by the vendors that are beyond our control 
to verify. Among these is that the software/ hardware tested 
is production or production track and is, or will be, avail-
able in equivalent or better form to commercial customers. 
Accordingly, this document is provided “as is,” and Lippis 
Enterprises, Inc. (Lippis), gives no warranty, representation 
or undertaking, whether express or implied, and accepts no 
legal responsibility, whether direct or indirect, for the accu-
racy, completeness, usefulness or suitability of any informa-
tion contained herein. 

By reviewing this document, you agree that your use of any 
information contained herein is at your own risk, and you 
accept all risks and responsibility for losses, damages, costs 
and other consequences resulting directly or indirectly from 
any information or material available on it. Lippis Enter-
prises, Inc. is not responsible for, and you agree to hold Lip-
pis Enterprises, Inc. and its related affiliates harmless from 
any loss, harm, injury or damage resulting from or arising 
out of your use of or reliance on any of the information 
provided herein.

Lippis Enterprises, Inc. makes no claim as to whether any 
product or company described herein is suitable for in-
vestment. You should obtain your own independent pro-
fessional advice, whether legal, accounting or otherwise, 
before proceeding with any investment or project related to 
any information, products or companies described herein. 
When foreign translations exist, the English document is 
considered authoritative. To assure accuracy, only use docu-
ments downloaded directly from www.lippisreport.com .

No part of any document may be reproduced, in whole or 
in part, without the specific written permission of Lip-
pis Enterprises, Inc. All trademarks used in the document 
are owned by their respective owners. You agree not to 
use any trademark in or as the whole or part of your own 
trademarks in connection with any activities, products or 
services which are not ours, or in a manner which may be 
confusing, misleading or deceptive or in a manner that dis-
parages us or our information, projects or developments.
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